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Abstract 

The model in which positive ions in a metal are smeared into a uniform neutralizing 
background in which interacting electrons move is fftrst considered at some length, 
especially rather near to the metal-insulator (Wigner)transition. Properties considered 
carefully are (a) the electronic momentum distribution as a function of background density, 
and (b) the pair correlation function. Features connected with both the long-range 
Coulombic repulsion and the transition from delocalized to localized behaviour will be 
highlighted in terms of (a) and (b) above. The possible use of this model as a reference state 
against which to consider the alkali metals, in both normal and expanded form, will then 
be discussed. In Na, the importance of 3s-3p hybridization will be emphasized, the 
Heisenberg model providing a surprisingly useful account of some bulk properties. 
Diffraction evidence on the degenerate electron assembly in molten Na and K will be con- 
sidered in support of pronounced metallic bonding. Expanded Cs along the coexistence 
curve will next be treated, especially the observed magnetic susceptibility which changes 
from Fermi liquid behaviour to Curie-Weiss form as the critical point is approached. The 
crossover point is discussed in terms of heavy fermion theory and is shown to contain 
information about the discontinuity of the electronic momentum distribution at the Fermi 
surface. This discontinuity is much smaller than that in jellium (the smeared ion model 
above) and testifies to the importance of the electron-ion interaction at this density, which 
cannot be treated perturbatively. Finally, the possibility of the co-existence of molecules in 
metallic phases is considered, with particular reference to metallic hydrogen and metallic 
iodine near the metal-insulator transition. For the latter, experimental evidence can leave 
little doubt that there is at least a limited range of pressures over which the metallic ground 
state of iodine contains 12 molecules, and some discussion of this strongly correlated state 
will be included. 

1. Introduction 

Progress in the treatment of electron correlation in initiaUy metallic systems has 
come from a variety of directions. Two classes of approach are worth distinguishing at 
this point: 

(1) Treatments which include a full account of the long-range Coulombic 
repdsion e2/r., between electrons i and j at separaüon r.. (see particularly 
section 2); ~Jd 'J 
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(2) treatments based on the Hubbard Hamiltonian, in which attention is focused 
on the intrasite repulsion energy U which acts to prevent two electrons with 
opposed spins coming on to the same site (see particularly section 4.4). 

It is true to say that use of the full interaction e2/rù has been mainly restricted so 
far, in quantitative work, to the so-called jellium model"defined below and to metallic 
hydrogen. In the former, the positive ions in the metal (e.g. Na) are smeared out into 
a uniform neutralizing unresponsive background in which electrons interacting via 
e2/r_ move. All important then, in discussing the role of electronic correlations in the 
• t J  . 

.lelhum model, ~s the mean interelectronic spacing r ,  defined in terms of the uniform 
electron density, Po say, by 

Po = 3/4~rr~. (I.I) 

In simple 
radius. 

For 

(1) 

metals, e.g. A1 or Na, r varies from 2-5 .5a  o, where a o = ~i2/me 2 is the Bohr 

many purposes, the properties of this model can be usefuUy characterized by: 

The electronic momentum distribution n(p) ,  which is, of course, a function 
of the interelectronic spacing r ,  with n (p)  most fundamentally defined from 
the first-order density matrix 7(r t, rE) through 

y ( r l , r  2) = ~,n(p) exp(ip . (rl - r 2 ) / f i ) ,  
P 

and 

(i .2) 

(2) the electronic pair function g(r t, r2) = g(r)'r = Ir I - r21, where in essence 
g(rl, r2) is the diagonal element of the second-order density matrix. 

These quantities n(p) and g(r) will be discussed in section 2 below: they will 
also provide a "reference" system for the fluid alkali metals to be treated in section 3. 

Since much emphasis will be placed on the role of directional bonding in the 
correlated systems discussed in sections 3-5 ,  it is hefe worth referring to the work of 
Coulson and Fischer [1] on the free space H 2 molecule. These workers wem interested, 
essentially, in the range of validity of the delocalized "molecular orbital" theory 
of this simplest molecule. To examine this point, they constructed asymmetric orbitals 
~a + A'u/b' A, _< 1, to be centered on proton a, and ~b + A,~ to be placed on nucleus b. 
With the (space only) variational trial function 

W¢oulsov~Fischer(rl,r2,R)= [Iga(rl)+ Ä,(R)lgb(rl)][ll/b(r2)+ ~t,(R)lga(r2)], (1.3) 

these workers calculated Ä(R) variationally for a range of intemuclear separations R. 
Their remarkable finding was that, over the range 0 < R < 1.6 R ~,  ,~(R) was 
identically equal to unity, but that for larger R, )1, rapidly decrease~ to zero with 
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increasing R. Roughly speaking, as the nuclei were separated by more than 1.6 R q~, 
electron correlaüon was "driving electrons back on to their own atoms"; that is, a 
localized picture then affords the appropriate description. The counterpart of the 
Coulson-Fischer treatment in solids was supplied independently by Gutzwiller [2], 
whose work will again be referred to below. 

2. Jellium modei near Wigner transition 

Because of the kinetic energy operator involving V 2, the kinetic energy per 
electron scales as 1/ r  2, whereas the Coulomb potential energy scales as 1/r.  Thus, in 
the extreme high density limit, r tends to zero, all momentum space is filled with paired 
spin electrons out to the Fermi sphere radius pf = gkf with pf the Fermi momentum and 
kf the corresponding wave number. All higher moment-um states are unoccupied and 
hence n(p) = 1 for p < pf and is zero for p > pf. Now consider the other, low density, 
limit in which r tends to infinity. As Wigner [3] recognized more than fifty years ago, 
the potential energy will now dominate and the electrons will take up a configuraüon 
to make this potential energy a minimum. To do this, they must seek to avoid each other 
optimally, and Wigner recognized that they would do so by localizing on a lattice: the 
so-called Wigner electron crystal. Then the energy per electron is, as r tends to infinity, 
simply the Madelung energy of point electrons on the laäice sites embedded in the 
uniform neutralizing background. The lowest energy tums out to correspond to a body- 
centered-cubic (bcc) structure, the potential energy per electron being given by 

1.8 
E =  - - - ,  (2.1) 

rs 

where this formula gives the energy in Rydbergs if r is in atomic units. This is to be 
compared with the exchange energy per electron due to the Fermi hole (see eq. (2.3) 
below) of -0 .916/ r .  Corresponding to the energy per parücle in the low density limit, 
which is all potential, the kinetic energy per electron in the high density limit is given 
by 

2.2 
E = (2.2) r?" 

It is interesting that, after much theoretical study reviewed by Singwi and 
Tosi [4], the computer simulation work of Ceperley and Alder [5] has settled the critical 
value of  r ,  say r ,  at which the transition from delocal_ized electron liquid to Wigner 
crystal occurs at about 100a 0, with a possible error of +20a 0. Herman and March [6] 
have subsequently noted that an extension of eq. (2.1) to aUow for electrons to vibrate 
about the lattäce sites of the Wigner crystal allows a useful representation of the ground- 
state energy of jellium for quite a range of r on either side of the metal-insulator 
transifion. 
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2.1. MOMENTUM DISTR~UTION FUNCTION AND PAIR CORRELATIONS 

After this brief discussion of the ground-state energy, let us mm to consider both 
n(p) and the corresponding electron pair function g(r) as r s is increased from the free 
Fermi gas limit, where it tends to zero. Then, for a long time it has been known that the 
effect of interelectronic interactions is to raise the kinetic energy by promoüng some 
electrons outside the Fermi surface radius pf and thereby leaving holes inside. This 
creation of electron-hole pairs is a basic many-body effect leading to so-called corre- 
laüon kinetic energy (see, for example, ref. [7]), but in turn reducing the potential 
energy favourably and hence leading to a lower energy than the single Slater determi- 
nant of plane waves. The schematic form of n (p)  is shown in fig. 1, compared with the 
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Fig. 1. Shows probability P(k), equivaJent to momentum distribution n(p), withp = ~ik, as 
a function of k in units of Fermi wave number k r. Curves labelled (i) are for small r,. Curve 
labelled (ii) is Gaussian form characteristic of Wigner insulating crystals, where discontinuity 
q has gone to zero. Curve (iii) represents an eren lower density (larger r ) in the insulating 
phase. It should be noted t_hat the rectangular Fermi distribution, P(k) = 1 for k < kf and zero 
otherwise, characteristic of lirnit r tends to zero, and gives rise to curve (i) as the Coulomb 
repulsions are switched on, the part of (i) outside kf being due to prornoüon of electrons 
outside the Fermi sphere, leaving some holes inside. 

Fenni gas step function with unit disconünuity at the Fermi surface. March et al. [8] 
have employed the discontinuity q ( r )  depicted in fig. 1 as an order parameter in a 
phenomenological theory of the metal-insulator transition in the ground state. This 
discontinuity q will be of considerable importance for what follows. 

One immediate consequence of non-zero q in the metallic phase is that it is 
reflected in the long-range behaviour of the oft-diagonal density matrix Z Thus, return- 
ing to eq. (1.2), Fourier transform theory makes it plain that such behaviour is domi- 
nated by the non-analytic points in n(p).  Specifica~y (see below for free electrons), y 
falls oft at large separation Ir~ - r21 = r say, as coskfr]r 2. As q( r )  decreases on 
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approaching the metal- insulator  transifion, so will the amplitude of  such an oscillatory 
term decrease proportionately. Once in the insulating phase, the oft-diagonal elements 
can be expected to decay exponentially at large r. These statements are easily verified 
by considering the examples of (a) free electrons, and (b) highly localized Wigner 
electrons. For (a), appeal to eq. (2.3) below which, together with the asymptofic 
property jl(x) - cosx/x at large x of the first-order spherical Bessel function, confirms 
the metallic behaviour already quoted. As for the Wigner crystal in the limit of very 
large r ,  use of  the Wigner Gaussian orbital leads immediately to 7'(r) - exp(-ctr2/4), 
where ct = r-3/2, confirming the limit referred to in the insulator. 

$ 

Tuming  from these consequences of the behaviour of the momentum distribution 
n(p) to the pair function g(r), this is readily calculated - as first shown by Wigner and 
Seitz [9] - from the single Slater determinant of plane waves valid as r s tends to zero: 

9 I j l ( k f r ) ;  2 
g(r) -- 1 - ~- L ~ J ; rs tends to zero, (2.3) 

representing the so-called Fermi or exchange hole, due to the Pauli principle correla- 
tions between parallel spin electrons. The zero-distance correlation g(r = 0) is then 
1/2 in this limit for the perfectly paired paramagnetic state described by eq. (2.3). 

As was pointed out by Gaskell et al. [10], the large r limit of  g(r) in eq. (2.3), 
which is given by replacing jl (x) by its large x form, can be interpreted as follows. Using 
the double angle formula for cos/x in this large r form of g(r) then allows the asymptotic 
form of g(r) - 1 to be written as a sum of two pieces: one proportional t o  l[r 4 coming 
from the non-analytic point in k space at k = 0 (see eq. (2.4) below), and the other, 
proportional to cos(2kfr)]r 4 from the second singular point of eq. (2.4) at 2kf. 

As studied recently by Holas and March [ 11 ], the decay of  the piece coming from 
k = 0 is changed strongly by incorporating the long-range Coulomb correlations 
into eq. (2.3), leading from the r -4  decay of the Fermi hole to a more rapid fall-oft as 
r -s in the correlated electron liquid. Although the piece coming from the Fermi sphere 
diameter 2kl is reducedAn amplitude essentially because of the reduction in the discon- 
tinuity q ( r )  in n(p) with increasing r ,  this contribution tums out away from r = 0 to 
dominate the long-range behaviour of the pair funcüon in the electron liquid. 
Specifically, the leading Fermi hole term cos(2kfr)]r 4 is multiplied by 1 plus a first- 
order correction which has a weak r dependence of the form ( ' /+ ln(2r)) 3. Using 
x = 1- exp( -x) ,  Holas and March [11] note that this could lead to a form [1 - (ro/r)U]2, 
which could herald a term which modifies the long-range behaviour slightly; namely, 
by a fracüonal (#) increase in the power of r, where # has the form (ar /21r)  1/2 while 
r o = (2exp 7,) -1 _=_ 0.3, with 7'equal to Euler's constant. 

It is worth expressing the above results directly in k space by wriüng the 
electronic structure factor S(k). This is defined such that S(k) - 1 is the Fourier 
transform of  g(r) - 1. From eq. (2.3) it follows that the Fermi hole in k space has the 
closed form 
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S(k)  = alk  + a3k 3, k < 2kf; 

= 1 k >2kf ,  (2.4) 

where a 1 = 3/4kl and a 3 = - 1/16k~. The term in r - 4  in g(r)  - 1 at large r arises from the 
k term at small k, as already mentioned. The low-order derivaüves of S(k)  are evidently 
discontinuous at the diameter of the Fermi sphere 2kl, and this yields a leading term 
from this singular point proportional to cos(2k fr ) / r  4 in g(r)  - 1 at large r. 

The work of  Holas and March [11] has pressed this point of  view using many- 
body techniques in the interacting electron liquid. Their work establishes the small k 
expansion of S(k)  in the presence of Coulombic repulsions as 

S(k)  = a2k2 + a4k 4 + ask 5 + . . .  (2.5) 

this work being motivated by earlier work of the present author [12] on the zr-electron 
liquid in polyacetylene, where it was proposed that in this one-dimensional case, S(k)  
had its leading non-analyticity at O(k3). Both this one-dimensional result and eq. (2.5) 
have then consequences for the dispersion of the collective electron density oscillations. 
In fact, as discussed for instance in the book by March and Tosi [13], the term k in the 
Fermi hole form (2.4) is precisely cancelled because the long-range Coulomb repulsion 
between electrons leads to such organized electron density oscillations with known 
frequency co. In tum, the Omstein-Zemike direct correlation function c(r), when 
defined in [ space just as for a classical liquid by c(k) = (S(k)  - 1)/S(k), behaves as 
(eZ/r)/(4h ,co ) (cf. the classical result -Ó(r ) / knT ,  with q~(r) the pair potential), -~fi co 

z p 1~ 

being the zero-point energy of the electron density oscillaüons. This results in th~ 
leading term of S(k)  at small k as in eq. (2.5), the coefficient a z being precisely ~i/2moa.  

Having discussed the large r form of g(r), it is of  some interest to turn to a brief 
discussion of  the small r behaviour. 

2.2. POSITIVE DEFINITE PAIR FUNCrlON; IN PARTICULAR g(r = O) >_ 0 

Most theories of the pair function g(r)  in jellium in the electron liquid phase have 
difficulties for sufficiently large r with the condition that g(r)  > O. This condition is 
particularly taxing for approximate theory at r = 0. 

While not perhaps having, to date, the sophistication of established theories such 
as STLS (see Singwi and Tosi [4]), Dawson and March [14] have proposed an approx- 
imate way of incorporating interactions, starting from the Fermi hole (2.3) as the 
unperturbed stare. These workers note that this pair funcfion for non-interacfing 
fermions can be expressed in tenns of the density of the p component in the free- 
electron density matrix. This motivates the treatment of  the Coulomb repulsion via a 
potential energy V(r). To close this theory, one may then invoke self-consistency to 
determine V(r). 
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This approach has been examined numerically by Schinner [15], who draws 
rather optimisfic conclusions about the potentiality of the method for large r .  In 
parücular, in his calculations he finds that the zero-range correlation g(0, r )  remains 
positive over the range of r that he considers. 

$ 

While concemed with g(0, r ) ,  it is relevant to note here that in the localized 
electron crystal regime, the electronic pair function at r = 0 must  be very small. Then, 
the argument used by Bhatia and March [16] for classical liquids leads to an approxi- 
mate relation between the position, k m s a y ,  of the principal peak of the electronic 
structure factor S(k) and the peak width 2Ak. Precisely, 2Ak represents the distance 
between the two adjacent nodes of S(k) - 1 which embrace k .  Spëcifically, one finds 

l~i 9~ 11 S ( k m ) k 2  Ak-~ ~k 1 2 (rskm) 3 " (2.6) 

Whether this also holds, to a useful approximation, in the metallic electron liquid phase 
is a matter requiring further investigation. 

Density matrix near its diagonal 

Earlier, in connection with the discontinuity q in n(p) in the metallic phase, the 
behaviour of  the first-order density matrix ~y(r) far from the diagonal was examined. 
Here, it is of  interest to note that the form of  ~y(Ir 1 - r21) - ?'(r) for jellium near the 
diagonal involves g(0, r )  in a clear-cut manner. Using the results of Kimball [17] for 
n(p) at large p, the present author [18] has noted that for small r the expansion of 7' 
around the diagonal density has the form 

7(r) =/90 + ~ r  2 + ~4 r4 + 75r 5 + . . . .  (2.7) 

The point to be emphasized here is the appearance of the non-analytic term in r 5, which 
has its origin in the fact that n(p) falls off at large p as p-8. Kämball [17] showed that 
the magnitude of this term, which appears to first have been identified by Daniel and 
Vosko [19], depends on g(0, r ) ,  the value of the coefficient of r » being recorded in the 
work of the present author [ 18]. It is clear that this term is very small, if not zero, in the 
Wigner electron crystal, as follows from the pair function calculations by March and 
Young [20] in the insulating phase. 

3. Normal and expanded alkali metais 

For a long time, it seemed that the alkali metals were almost ideal "nearly-free 
electron" crystals and that the jellium model of section 2 might therefore be appropriate 
to describe their conducüon electrons. However, even if that were true, there is no 
escaping the fact that the alkalis Na, K, and especially Cs to be discussed also at some 
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lenffth below, are low electron density materials, r for Cs being 5.5a 0 -  the largest value 
for all the s - p  metals. 

Thus, it should occasion no surprise that electron-electron correlaüons are strong 
in the alkali metals. What is more surprising is the evidence that is now building up 
which shows that, in treating these strong interelectronic repulsions quantitatively, the 
electron-ion interaction has also to be treated carefully. Below, this will first be 
iUustrated by summarizing work on crystalline Na [21] in which quantum-chemical 
knowledge of the Na 2 molecule is explicitly used. This already testifies to the 
importance of hybridization in metallic Na, and this point of view will be bolstered by 
citing and interpreting diffraction evidence [22] pertaining to the conduction electron 
liquid in molten Na [23] and K [24]. 

3.1. SOLID Na: HEISENBERG MODEL CHARAC"I'ERIZED BY DIATOM POTENTIAL CURVES 

For the alkali metals, Malrieu et al. [21] have constructed an effective Heisenberg 
Hamiltonian from diatom potential curves following the lead of Poshusta and Klein [25] 
on hydrogen. After illustrating its qualitative validity on small clusters, these workers 
then considered its solutions for metallic Na, in particular, in various crystal structures, 
their results for body-centered-cubic (bcc) and simple cubic (sc) lattices being utilized 
below. Their procedure consisted of considering one of the most ordered spin distribu- 
tions and, by pe~urbation due to coupling, with less-ordered spin distributions. 

For later purposes, let us note first that the Heisenberg Hamiltonian for Na metal 
in particular [21] was characterized by the 17._+ and 3Y.+ potential curves of the free-space 
diatom Na 2. Then, defining [21] two functio~ns R an~l g through 

R(r) = E(3y.ü); g(r) = [E(3E+u)-E(lY.g)]/2, (3.1) 

the resulting Hamiltonian was used to calculate the energy as a function of near- 
neighbour distance r for both bcc and sc structures. The results may be summarized as 
follows: 

Ebcc(r) = 4R(r)+  3R - ~  r -4g( r ) [1  + f ( r ) -  15f3(r)], (3.2) 

where 
g(r) 

fbcc(r) = (3.3) 
14g( r ) -  12g 2 r 

while 

with 

Esc(r) = 3R(r) + 4R(y/-2r) - 3g(r)[1 + f ( r ) -  11 f3(r)],  

fsc(r) = g(r)/[lOg(r)-16g(~f-} r ) ] .  

(3.4) 

( 3 . 5 )  
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To illustrate the success of this approach to the calculation of thermodynamic 
pmperties of crystalline metallic Na in the bcc phase, table 1 collects, for lattice 
parameters, cohesive energy and bulk modulus, theoretic~ and experimental values; 
there is good agreement. An additional point worth making in the present context is that 
the close-packed face-centered cubic (fcc) and hexagonal-close-packed (hcp) structures 
mm out to be nearly degenerate, which may afford an explanation of the low- 
temperature martensitic transformation [21]. 

Table 1 

Structural properties of sodium 

r Eco h Bulk modulus 
(a.u.) (eV) (× 1012 dyrt/cm 2) 

bcc 

Order 0 7.18 1.06 
Calc. order 2 6.97 1.253 
Calc. order 4 7.07 1.191 
Expt. 6.99 1.113 

hcp or fcc 

Order 0 7.35 0.993 
Calc. order 2 6.18 1.34 
Calc. order 4 7.20 1.164 
Expt. 7.19 = 1.11 

Cubic 

Order 0 7.02 0.866 
Calc. order 2 6.61 1.020 
Calc. order 4 6.82 1.015 

0.053 
0.065 
0.065 
0.068 

From this evidence supporting the utility of the chemical bonding description of 
crystalline Na, let us mm to the closely related problem of the way in which electrons 
correlate when the ions have only short-range order, as in liquid Na and K, following 
the idea of Egelstaff et al. [22]. 

3.2. DIFFRACTION EVIDENCE FOR VALENCE BONDING IN LIQUID Na 

Egelstaff et al. [22] pointed out that the three partial structure factors required to 
characterize two-component liquid metals, say Na + ions and electrons (e-), namely 

Sion_ion(k) = S(k), Selectron_ion(k) = Sei(k)  and  Selectron_electron(k) = See(k) are in  fac t  
accessible experimentally. Thus, S(k) can be determined directly from neutron scatter- 
ing off the ionic nuclei, while Sei(k) and See(k) both enter the expressions for X-ray and 
electron scattering. So far, experimental difficulties with electron scattering have pre- 
cluded a full analysis, but this area remains of considerable interest as discussed, for 
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example, by Chihara [26] and by Tamaki [27]. The idea that the range of order implicit 
in See(k) was different from the short-range order of the ions, proposed in ref. [22] by 
comparison solely of X-ray and neutron data at the principal peak of S(k), was pressed 
at other k values by Dobson [23] for Na and subsequently by Johnson [24] for K. Their 
conclusion was the same; the difference data indicated "diffraction" peaks consistent 
with electronic short- and medium-range order as in an fcc latüce. Subsequently, 
March and Tosi [28] proposed a quasi-lattice model to interpret the data; this is shown 
in fig. 2. To break the bcc-like order of the ions, corresponding to measured coordina- 
tion number z = 8 in the liquid at melting temperature, sp 3 hybridization was invoked, 

y,. : ~ . . . . . . . . . . .  

/ i ~", P /  

Fig. 2. Depicts the bond model proposed by March and Tosi [28] to explain the 
difference between neutron and X-ray diffraction data from liquid Na and K just above 
their melting points. Alkali metal ions are indicated by open circles, their coordination 
number being z = 8 as in a body-centered cubic lattice. Dots show electron "bond 
charge" centers on bonds joining the ion at the body center to four near neighbours in 
a tetrahedral configuration. Resonance of the "unoccupied" bonds to the remaining four 
comers of the cube from the body center is implied. 

the electrons having considerable wave amplitude at the bond centers. Pauling-type re- 
sonance was then invoked to yield the picture shown in fig. 2, which is consistent with 
experimental diffraction data. Related evidence for strong spatial electronic correlation 
in expanded fluid Cs will be presented in the following section. 

3.3. PROPERTIES OF EXPANDED FLUID Cs 

3.3.1. Electronic momentum distribution and magnetism in metallic Cs 

Chapman and Mareh [29] have applied heavy fermion theory in order to interpret 
the behaviour of the magnetic susceptibility of Cs as measured along the coexistence 
curve by Freyland [30]; see also Warren [31]. As can be seen in fig. 3, there is a 
crossover from Fermi liquid to Curie-Weiss behaviour as one moves up the coexistence 
curve toward the critical point. Although, of course, there is also ionic disorder in such 
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Fig. 3. Magnetic susceptibility versus density of liquid Cs along the 
liquid-vapour coexistence curve. Experiments by Freyland [30] 
are shown in the solid curve a. The broken line b, following Warten 
[31], depicts free-spin Curie susceptibility constructed for densities 
and temperatures along the coexistence curve. 

exPanded alkali metals, Chapman and March make the plausible assumption that it is 
the increasing role of electron correlation as the density is lowered that causes the 
"crossover" between the types of magnetic behaviour referred to above. While 
Chapman and March develop both a phenomenological theory using the earlier work of 
ref. [8] as a starting point, with the discontinuity q, say, in the electronic momentum 
distribution as the order parameter of the treatment of the metal-insulator transition, 
and a microscopic approach using the work of Rice et al. [32], it is important to note 
here that the condition for "crossover" takes the form 

kBTrossover -  qEf, (3.6)  

with Ef the Fermi energy. 
This formula (3.6) then leads to the estimate q = 0.2, which is considerably 

smaller than the jellium value of q = 0.5 at the same density. The fact that both values 
are substantially different from the Fermi distribution with q = 1 testifies to strong 
electmn-electron correlations, while the major difference from the jellium value shows 
the simultaneous importance of the electron-ion interaction. 

All this is consistent with the discussion of condensed Na under normal condi- 
tions in sections 3.1 and 3.2, and naturally prompts the question as to whether chemical 
bonding can again be invoked to understand the behaviour of expanded fiuid Cs along 
the l iquid-vapour coexistence curve. That this is indeed so is stmngly supported by the 
extensive ionic structural data on heavy alkalis. The neutron scattering experiments at 
high temperatures and pressures thereby required have been reviewed very recently by 
Winter and Bodensteiner [34], as weil as by Winter and Hensel [35]. The former 
workers write "in comparison to the strang density dependence of the number of nearest 
neighbours, the distance of nearest neighbours remains almost constant during the 
expansion." 
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As partly anticipated by Warren and Mattheiss [36], a way forward is then given 
by studying the way in which the coordination number, z say, varies with density d 
along the coexistence curve. These authors employ a quasi-crystalline model of a liquid 
structure. Then, they point out that (a) the coordination number varies almost linearly 
with density d, and that (b) useful models are given by a body-centered cubic 
structure for z = 8 (see also the model by March and Tosi in section 3.2), simple 
cubic for z = 6, whereas for z = 4, they considered both simple tetragonal and diamond 
structures. Their data relating z and d, it tums out, when extrapolated linearly to the 
critical density of  Cs, namely d = 0.38 g/cm 3, leads to a predicted coordination number 
near to z = 2. This will be argued below to motivate a model of the metal-insulator 
transition, but for the moment let us note that d c at z = 2, plus the Warren-Mattheiss 
data [36] for z versus d, is fitted to better than 2% accuracy by 

dliquid = az + b, (3.7) 

where a = 0.23 and b = -0.08,  both in g, /cm 3. 

At this stage, it will be helpful to retum to the characterization of  the condensed 
stare of  the alkalis in terms of diatoms, in view of the constancy of the near-neighbour 
"bond" distance along the Cs coexistence curve. Specifically, for Na eqs. (3.2) and (3.4), 
relevant to coordination numbers z = 8 and 6, respectively, lead to near-neighbour 
distances rb~ = 7.07 a.u. (see table 1) and r = 6.82 a.u., which are remarkably close 

SC 

bearing in mind the very different densities. 
This characterization of crystalline Na in terms of  a "bond" having length about 

a factor 1.2 larger than that of  free-space Na 2 now prompts one to retum to the result 
(3.7) for fluid Cs and to discuss its relation to the metal-insulator transition. First, in 
contemplating just how the two-component liquid metal built from Cs + and electrons e- 
could eventually have a structure corresponding to z = 2, it is useful to refer to the 
classical counterpart of a mixture of charged hard spheres and neutralizing point ions 
studied by Gillan et al. [37]. Using Monte Carlo simulätion, these workers demonstrated 
that for sufficiently strong coupling, polymerizaüon can occur. 

Retuming to the quantum-mechanical case of  a zig-zag chain of  Cs ions, from 
Peierl's theorem one has (see also section 4) that there will be a bond length distortion, 
since a one-dimensional metal cannot exist. Here, then, is a mechanism for the 
metal-insulator transition: for this to occur in the present model, it is necessary that the 
coordination number of  the ions should drop to a value near to z = 2. This seems 
plausiNe, sioce knowledge of  Cs vapour demonstrates a mixture of  neutral atoms and 
dimers. 

To summarize, one can expect a considerable measure of  short- to medium-range 
electronic spatial correlation in the valence electron assembly of  the expanded fluid 
alkalis, and in particular in Cs. Eventually, the combination of  electron-electron and 
electron-ion interactions will lead back to a low density vapour situation of  monomers 
and dimers. 
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4. Can molecules exist in metallic phases? 

The considerations presented above for normal and expanded alkali metals can 
leave little doubt that chemical arguments are very helpful in understanding the strongly 
correlated electronic behaviour in these materials. 

This leads, rather naturally, to the question as to whether molecules can exist in 
ordered metallic phases, i.e. can molecular metallic crystals exist? To be specific, one 
has in mind the behaviour of insulating molecular crystals, such as are formed by H 2 and 
12 under normal conditions as pressure is applied at T = 0, to eventually lead to an 
insulator-metal transition. Will such metallic phases necessarily have no 12 or H 2 
molecules? 

To address this question, it will be useful in secüon 4.1 to summarize the results 
of  Ferraz et al. [38], using a model to simulate a hydrogen molecule embedded in 
jellium. Then, in section 4.2, some discussion of laboratory and computer experiments 
will be presented and brought into contact with the above model. Iodine will be 
considered in section 4.3, while bond-charge repulsion will be investigated in 
section 4.4. 

4.1. HEITLER-LONDON THEORY OF 1-I z WITH SCREENED COULOMB INTERACTIONS 

To introduce this discussion of whether molecules can exist in metallic phases, 
e.g. metallic H/, let us at this point summarize the results of a model of  a single H 2 
molcule. This model was set up by Ferraz et al. [38] to study when screening of the 
interactions in a Heit ler-London theory of a single H z molecule would result in 
dissociation. On can think of such a procedure as a test of  the instability of an electron 
gas against molecular bonding. Therefore, Ferraz at al. [38] replaced the bare interaction 
1/~i by exp (--/CrF ~j)/r~i in the usual free-space Heitler-London theory of H 2. The inverse 
screening length kTF was taken to be given by the usual Thomas-Fermi result 
k~F = 4kf/zta o, where  kf is the Fermi wave number of the electron gas, related to the 
constant density Po in eq. (1.1) by Po = k~/3~rz" The conclusion was that as the electron 
gas density was increased continuously, the binding energy of the molecule was even- 
tually lost. Figures 4 and 5 illustrate this for two values of the screening length k71 FF" 

4.2. M E T A L - I N S U L A T O R  TRANSITION IN HYDROGEN 

Ferraz et al. [38] used the critical density at which the H 2 molecule dissociated 
as an, admittedly rough, measure of the molecular insulator-metallic hydrogen transi- 
tion. However, at this point it must be stressed that, in analogy with solid 12 to be 
discussed in section 4.3, there may well be metallization in solid hydrogen at a lower 
pressure than such a model predicts, due to energy gap closure in the origina~y 
insulating molecular H 2 phase. Such gap closure is a property of the order in the crystal, 
if not long-range then at least local coordination. It seems possible at the time of writing 
that in a limited pressure range, it may be that molecules can remain undissociated even 
after metallization has occurred. 



284 N.H. March, Strongly correlated electronic ground states 

0,1 

0.05 

0 

- - 0 , 1  L I - -  { 

0.9 I .q. 1.9 

J 

Fig. 4. Potential energy curve for Heifler-London model of  an I-I 2 
molecule using screened Coulomb interacfions with an inverse 
T h o m a s - F e r m i  screening length kTF = 1. 
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Fig. 5. Same as fig. 4, but with k.rF = 1.1. 

It is relevant, however, to note here that the estimates of the critical density (r)  
value made by Ferraz et al. [38] agreed quite weil with the report of  Hawke et al. [39] 
that the transition to a metallic state of hydrogen with no molecules present has been 
observed experimentally. However, later authors (see the comments of Ross [40] and 
also those by Silvera [41]) have raised questions about this reported observation of  the 
metal-insulator transition and the matter is not settled at this time. On the other hand, 
this is not a dispute that, under sufficiently high pressure, a metallic phase with no 
molecules present will be formed. Ross [40] estimates the pressure at which this 
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happens to be between 1 and 4 Mbar, and INs is consistent with later and sharper 
estimates. Thus, based on measured equation of state extrapolafion, Mao et al. [42] 
esümate 2.3 Mbar, whereas Van Straaten and Silvera [43] suggest a valüe of 2.8 Mbar 
after also invoking the Herzfeld criterion. Furthermore, the quantum computer sirnu- 
laüon made by Cepefley and Alder [44] yields a transition to a cubic atomic phase at 
3 Mbar. 

It is worth adding here, in connection with these quantum Monte Carlo calcula- 
tions by Cepefley and AJder [44], that these rest on few approximations which are in 
fact (1) the restriction to less than a few hundred atoms, (2) incomplete treatment of 
Fermi statistics, i.e. antisymmetry, and (3) the finite length of the Monte Carlo runs. The 
method also has some uncertainty with respect to the crystal structure of the molecular 
phase. However, these workers carried out calculations for several crystal structures, 
and their results indicated that the oriented Pa3 phase is preferred at densities higher 
than that corresponding to r = 1.45a 0. This orientation ordering transition has been 
placed close to 1 Mbar. 

4.3. PROPERTIES OF COMPRESSED SOLID IODINE 

Briefly, solid molecular iodine has a planar structure with the molecules lying in 
the planes. The interaction between the planes is weak as in graphite, and the crystal 
exhibits two-dimensional behaviour. 

What is central for the present discussion is that electrical transport measure- 
ments by Drickamer and coworkers [45] have demonstrated that iodine becomes 
metallic under pressure. Specifically, the resistivity p, at low pressure, has the typical 
behaviour 

p - exp(A/2kBT ) (4.1) 

of a semiconducting material. However, at pressures in excess of 160 kbar, the crystal 
was found to exhibit metallic conduction in the direction perpendicular to the planes, 
the temperature variation of p now having the form 

p -  Ta; o~> 0. (4.2) 

In contrast, a small residual energy gap remains parallel to the planes, with semi- 
conducting behaviour as a consequence. Finally, as the pressure is increased beyond 
220 kbar, the crystal shows metallic behaviour in all directions and has a smaller 
resistivity in the direction parallel to the planes. 

Although there has been some controversy in the last decade as to the nature of 
the second transiüon at 220 kbar [46], from X-ray diffraction studies there can no longer 
be any doubt that iodine is still a molecular crystal after the first transition at 160 kbar. 
There is no structural change, but the relevant band gap goes continuously to zero as the 
pressure approaches that value [45]. Below 160 kbar, one has effectively two gaps: A l 
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and z~l, which are related to conduction in directions perpendicular and parallel, 
respectively, to the planes. The first gap becomes zero at 160 kbar, while the second one 
closes at 220 kbar, giving rise to metallic conduction in the planes as weil. In this third 
pressure range, the resisüvity is smaller in the direction parallel to the planes, iodine 
exhibiüng therefore anisotropic behaviour. 

Siringo et al. [47] have carried out quantum-chemical calculations of the energy 
bands, including a fuil account of the variation of the stmcture of  the nuclei with 
pressure from the experiments of Takemura et al. [48]. Their chemical treatment 
was based on a two-dimensional model of  5p-electron localization going back to 
Bersohn [49] who did not, of course, study the model under pressure at that time. 
Figure 6 shows a plot of  the indirect energy band gap between the top of the valence 
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Fig. 6. Results of a two-dimensional band stmcture calculation of  
solid iodine [47], showing the reducfion of the energy band gap with 
increasing pressure (top scale in GPa) and as a funcfion of 1/r 
(lower scale in ~-l ), where r is the cube root of the unit-cell volume. 

band and the bottom of the conduction band as a function of  pressure. It is 
striking that the band gap reduces from its (fitted) value of 1.35 eV at zero pressure to 
0.1 eV at - 2 0 0  kbar. Extrapolation suggests that such a two-dimensional structure will 
become metallic due to band overlap at -230  kbar, in close accord with the experi- 
ments described above. 

On the other hand, a complete description of solid iodine under pressure must 
incorporate the effects of  the interaction between planes which are no longer negligible 
under high pressure. This problem has subsequently been tackled by Siringo et al. [50], 
again with good agreement with experiment. Thus, two band gaps are found, and 
calculating effective masses of electrons and holes from their energy band strucmre, the 
main features of  the transport measurements by Drickamer and coworkers [45] can be 
understood in general terms. 

Very recently, Pucci et al. [51] examined in some detail many-body effects in a 
model which tums out to be relevant to the above treatments of the molecular solids H 2 
and 12, and it is these latter aspects that will be summarized below. 
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4.4. ELECTRON-ELECTRON INTERACTIONS AND THE ROLE OF BOND-CHARGE 
REPULSION IN LOW-DIMENSIONAL SOLIDS 

As is clear from the Wigner transition described in section 2, band overlap is only 
one of the possible mechanisms by which metal-insulator transifions can occur. 
Therefore, Pucci et al. [51] have given attenüon to the role played by the Peierls 
instability [52], already referred to in the discussion of expanded fluid Cs above, and 
the Coulomb interaction (especially bond-charge repulsion) at high pressure. To do this, 
these workers employed a model Hamiltonian, which will be briefly summarized below. 

Model Hamiltonian 

The model Hamiltonian employed is set up following the pioneering work of Su, 
Schrieffer and Heeger (SSH) [53]. Adding electron-electron interacüons in accord with 
the work of Hubbard [54] gives the Hamiltonian H = Hss H + / - / ,  where 

HSSH = - ~ [ t o  - C~(ui+ 1 - u i ) ] ( C [ + l , t r C i , t y - F  h.c.) 
i , o "  

p2 
1 + ~ K ~ ( u i +  1 - u i ) 2 + ~  ' (4.3) 

i i 2 M '  

U ~.,ni ani -a+ V ~nini+1 , H~~ = -~ . , , 
~,rJ i 

(4.4) 

where C. ÷ (C.) creates (annihilates) an electron at site i, n. = C + C. , n. = Y. n .  and 
t t I ,U t,Œ t,(~ l 17I t ,O  

P/is the momentum conjugated to the amplitude of the structural distortion u i. t o is the 
transfer integral, U the on-site repulsion, and V the nearest-neighbour site repulsion. 

By varying the relative magnitude of the parameters appearing in eqs. (4.3) and 
(4.4), one can have a rich variety of different physical behaviour [46]. 

Dimerization in systems such as trans-polyacetylene produces a charge-density 
wave (CDW) with wave vector k = 2kl (where kf is the Fermi momentum), i.e. an 
inhomogeneous charge distribution. One could then expect that Coulomb interaction 
would oppose the dimerizaüon and screen the 2kf potential in such a way so as to reduce 
the single-parücle gap. However, a number of model calculations have shown that weak 
interactions tend to enhance the dimerizaüon [55-58]. 

Recently, Kivelson et al. [59] have considered the most general form of  ~ and 
have denoted with V(n, m, l, p) the matrix element of the electron-electron interaction 
potential V(r): 

V(n, m,  l,p) = ~dr d r ' p n p ( r ) P m l ( r ' ) V ( r -  r') ,  (4.5) 

where n, m, l, p are site indexes and p,~p is the matrix element of the electron-density 
operator p(r) in the Wannier representation. With this notation U = 2V(0, 0, 0, 0), 
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V = 2V(0, 1, 1, 0), the bond charge repulsion is W = 2V(0, 1, 0, 1), and the cmss 
coupling term between the bond and side charge densities is X = 2V(0, 1, 1, 1). 

By considering the continuum limit of the complete Hamiltonian, Kivelson 
et al. [59] have suggested that W might tend to suppress dimerization under the 
condition 

3W > V. (4.6) 

While it may weil be that the conclusions of KJvelson et al. [59] do depend strongly on 
the use of a &function interaction [46], Pucci et al. [51] have argued that their 
assumptions do indeed become more appropriate under pressures sufficiently high to 
markedly increase the screening of the interaction. To demonstrate this, they have 
calculated [51] W together with V and the on-site repulsion U as a function of  inter- 
atomic separation by using a Gaussian approximaüon to the electron-electron interac- 
tion potential, with parametrization appropriate to iodine and hydrogen. 

The terms relevant to the study of Coulomb dimerization effects are (1) the first- 
order energy (3W - V) (compare the inequality (4.6)), and (2) the second-order contri- 
bution U2/2to (see, for instance, ref. [56]). In fig. 7, the results of these calculations [51] 
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Fig. 7. First-order dimensionless ratio ( 3 W -  V)/U (solid line) 
and second-order terrn U/2t o (dashed line) versus mean site 
separadon for iodine. The same plots for hydrogen have 
similar shapes, but curves now cross at r = 0.8 compared 
with r = 2.8 for iodine in the figure. 

for (3W - V)/U and U/2t  o as a function of the dimensionless density parameter r are 
displayed. It is seen that ( 3 W -  V)/U is positive and greater than U/2t  o at high densities. 
(The crossover point in fig. 7 is r - 2.8 for I: for H, it is r - 0.8 [51].) One might argue 
that the disappearance of  the dimerization is heralding the onset of  the monatomic phase 
(compare sections 4.1 and 4.2). 

Of  course, it must be stressed that one has not only to show that 3W - V > 0 but 
also that this posiüve contribution overcomes the negative contribution derived from 
U2/2to . In the Hartree-Fock approximation, which is valid [56] for smaU values of  U 
and for y = (2a/to)U o < 0.2, it has been shown [51], for the half-f'tlled band case 
(X = 0), that when 
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3 W -  V,  U 
U ........ > 0.27 2t0 ' (4.7) 

Coulomb repulsion opposes dimerization. 
One has to be camful in necessarily accepting the quantitative validity of a one- 

dimensional model for solid H 2 and I 2. One notes also that the model does not include 
the cross-coupling term X between the bond and side charge densities. This term is 
larger than V and W in the extreme screening limit [59] and could increase the pressure 
at which the onset of the monatomic phase occurs. However, the above-mentioned 
msults, whem comparison is possible, am in qualitative agreement with the work of Wu 
et al. [61], who start from the full Coulomb interaction, with general stmngth and range. 

5. Discussion and summary 

Both analytic theory and Monte Carlo computer simulation agree that  as the 
density of the jellium model is lowered, the electronic momentum distribution n(p) 
exhibits in the metallic phase a reduction in the discontinuity at the Fermi momentum 
pf,. and that this discontinuity q eventually tends (most probably discontinuously) to 
zero as one passes through the metal-insulator (Wigner) transition to a localized 
electron crystalline phase. 

Although for some purposes this model is useful for the so-called "nearly-free 
electmn" metals Na and K, from existing studies on the Heisenberg model it is next 
shown that a picture of strongly correlated electrons can explain a number of important 
properties. Although such behaviour is, as yet, difficult to demonstrate experimentally 
in the crystalline phase, diffraction experiments on liquid Na and K exhibit directional 
bonding effects which are usefully described in terms of s -p  hybridization combined 
with resonance ä la Pauling. To attempt to understand the alkali metals as the density 
is lowered and the electronic correlation becomes increasingly important, magnetic 
susceptibility data on expanded fluid Cs has been analyzed by Chapmän and the present 
author, using heavy fermion theory. Their conclusions are related to (a) the predictions 
from the jellium model of the discontinuity q in the electron momentum distribution, 
and (b) the possibility of directional bonding. Again, it seems that the combination of 
strang electmn-electmn correlation with significant e lectmn-ion interaction is use- 
fully represented by a chemical type of picture, even though one is still in the metallic 
phase.  

While the above systems am truly three-dimensional, some discussion has also 
been given of solid iodine near the metal-insulator transition. This system is quasi two- 
dimensional and evidence is presented, both experimental and theoretical, for the 
existence of a metallic phase under pressure in which, at least over a limited range of 
pressure, them is a coexistence of 12 molecules and the metallic state. The possibility 
that solid hydrogen may have a region of similar behaviour is finally considered, 
together with some discussion of the way in which electron correlation is again 
important in the behaviour of the metallic state as the pressure is varied. 
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Appendix 

Relation between different model representations of the ground-state energy of metal 
structures 

The purpose of this appendix is to compare and contrast three apparently different 
representaüons (denoted I-III  below) of the ground-state energy E of metal structures. 
As will be seen, only method I takes explicit account of the Fermi surface which still 
exists in the metallic phase near the metal-insulator transition. 

I. INTERACTION ENERGY BETWEEN LINEARLY SCREENED METAL IONS 

The conventional representation of the ground-state energy E of an s -p  metal is 
to write for a specified configuration {Ri} o f  the ions: 

E({Ri}) = E(V)+ ~, ~P(IRi-Rjl, V), 
i<j 

(A1) 

where both parts of the decomposition (A1) depend on volume, but only the second on 
structure. The basis of such a representation is afforded, for point ions in a high density 
electron liquid, by the second-order perturbation treatment given in the appendix of the 
paper by Corless and March [62,63]. An illustration of the way in which the pair 
potential ~ depends on volume is its asymptotic form for large r, which is proportional 
to cos(2kfr)/r 3, due to the assumed spherical, and sharp Fermi surface of diameter 2kl. 
This behaviour can be compared qualitatively with that of g(r) for electrons in jellium 
in the metallic phase (see section 2). The way in which the Fermi surface shape affects 
the asymptotic behaviour is discussed in ref. [64]. 

II. HEISENBERG REPRESENTATION USING DIATOM PROPERTIES 

In the main text, the representation ofE({Ri} ) for a specified crystal structure was 
summarized, using the Heisenberg Hamiltonian. Following Poshusta and Klein [25], 
this was characterized by potential energy curves of appmpriate states of the diatom. 

m.  ANALYSIS OF ME-'rAL-THEORY ENERGY AS A FUNCTION OF LATTICE SPACING 
IN TERMS OF DENSITY-INDEPENDENT PAIR POTENTIAL 

Carlsson et al. [65] and Esposito et al. [66] proposed another method, based on 
the calculation of the ground-state energy E for a specified crystal structure as a function 
of the lattice parameter by the standard methods of the electron theory of metals. Given 
this energy for all values of the lattice parameter, these workers show how a unique, 
density-independent pair potential could be extracted. Their method will be summarized 
below; it is, of course, to be expected that such a density-independent pair potential will 
be different for each crystal structure considered. Carlsson et al. [65] displayed this pair 
potential for K (bcc) and Cu (fcc), as weU as for a transition metal. 
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It seems clear that there must be an intimate relationship between methods II and 
III even though, as mentioned above, Carlsson et al. calculated E for, say, fcc Cu metal 
by the standard procedures of the electron theory of metals. Although this is in obvious 
contrast to the use of  diatoms by Malrieu et al. [21], it will now be noted that the mode 
of extraction of a pair potential - to be summarized below - can in fact be applied to 
the quantum-chemical approach. 

Carlsson et al. write, with near-neighbour separation r, 

1 ~ np q~(sp r), (A2) E ( r ) =  
p 

where 4, is the (assumed) volume-independent pair potential. In eq. (A2), the sum is over 
spherical shells p containing n atoms at a distance R = s r from the atom at the origin. 

p p .p 
Evidently, s is the dimensionless ratio of the pth-neighbour distance to the near- 
neighbour separation. 

Carlsson et al. then show that, given E as a function of near-neighboür separation 
r, eq. (A2) can be inverted to find the pair potential. Their result is: 

- 2 ù¢s, ,r~ 
~r)= nl \sl J 

p,q=2 EL-"~--l J-"" (A3) 

In view of the utility of the Heisenberg model for Na, as discussed in section 3, it would 
clearly be of interest to connect the quantum-chemical potential energy curves entering, 
say, eqs. (3.2) and (3.3) with the metal-physics pair potential (actually given for K rather 
than Na) by Carlsson et al. [65]. 

The connection of methods II and III with method I is less clear-cut, although also 
plainly of  interest. The point to be emphasized, in concluding this appendix, is that 
methods II and III do not have included within them the metal- insulator  transi- 
tion in monovalent metals like the alkalis as the near-neighbour distance is increased 
sufficiently. Although approaches II and III can still have merit for the total energy as 
a function of r, they do not reflect the discontinuity q at the Fermi surface in the metallic 
phase as a function of near-neighbour distance. To illustrate the consequences of  this, 
consider the example ofjel l ium already discussed at length in section 2. There, the virial 
theorem [7] relating total energy E, kinetic energy T and potential energy U reads 

dE (A4) 
2 T + U = - r s  dr s ,  

which can be used to show that at the Wigner electron l iquid-electron crystal transiüon 
(therefore first order), dE~dr discontinuous implies that T( r )  and U ( r )  are separately 
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disconfinuous at the metal-insulator transition, although the sum E = T + U is 
continuous acmss the transition. One expects a related situation in the expanded 
alkalis in crystalline phases as a function of near-neighbour separation, and clearly the 
assumption underlying methods II and III is that such disconünuiües are not important 
quantitatively in these cases. More work is clearly needed on this point before one can 
take this assumption as weil established, although it seems quite plausible. 
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